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a b s t r a c t 

Venue recommendation has attracted a lot of research attention with the rapid development of Location- 

Based Social Networks. The effectiveness of venue recommendation largely depends on how well it cap- 

tures users’ contexts or preferences. However, it is quite difficult, if not impossible, to capture the whole 

information about users’ preferences. In addition, users’ preferences are often heterogeneous (i.e., some 

preferences are static and common to all users while some preferences are dynamic and diverse). Exist- 

ing venue recommendation does not well address the aforementioned issues and often recommends the 

most popular, the cheapest, or the closest venues based on simple contexts. 

In this paper, we cast the venue recommendation as a ranking problem and propose a recommendation 

framework named VRer (Context-Based V enue R ecommendation using e mbedded space r anking SVM) 

employing an embedded space ranking SVM model to separate the venues in terms of different charac- 

teristics. Our proposed approach makes use of ‘check-in’ data to capture users’ preferences and utilizes 

a machine learning model to tune the importance of different factors in ranking. The major contribu- 

tion of this paper are: (1) VRer combines various contexts (e.g., the temporal influence and the category 

of locations) with the check-in records to capture individual heterogeneous preferences; (2) we propose 

an embedded space ranking SVM optimizing the learning function to reduce the time consumption of 

training the personalized recommendation model for each group or user; (3) we evaluate our proposed 

approach against a real world LBSN and compare it with other baseline methods. Experimental results 

demonstrate the benefits of our proposed approach. 

© 2017 Elsevier Ltd. All rights reserved. 
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1. Introduction 

With the rapid growth of Location-Based Social Networks

(LBSNs), venue recommender systems have become increasingly

prevalent. Users can benefit from the venue recommendation,

and enjoy the personalized services. However, the effectiveness of

venue recommendation largely depends on how well it captures

users’ contexts or preferences. A typical characteristic of Location-

Based Social Networks is ‘check-in’, which allows the services to

access geo-spatial information of users from their posts. 

In real applications, users’ preferences are often heterogeneous

in nature. On one hand, some preferences are static and com-
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on to all users. For example, consumers always prefer closest and

ost cost-effective venues if everything else is equal or compara-

le. On the other hand, some references are dynamic and diverse.

or example, customers who prefer luxury hotels are often less

ensitive to meal prices when choosing restaurants. Even the same

sers’ preferences may change under different contexts. e.g., users,

ho like cheap fast foods when they are eating alone, might prefer

ne expensive restaurants when they are meeting friends. Due to

he complexity of users’ preferences, with the Location-Based So-

ial Networks, it is quite difficult to capture the whole information

bout users’ preferences. 

In this paper, we formulate the venue recommendation as a

anking problem based on the ordered ‘beenHere’, which repre-

ents how many ‘check-in’ people have in the venues. Our pro-

osed approach makes use of ‘check-in’ data to capture users’ pref-

rences and utilizes a machine learning model to tune the impor-

ance of different factors in ranking ( Chen, Li, & Sun, 2013 ). As

http://dx.doi.org/10.1016/j.eswa.2017.04.020
http://www.ScienceDirect.com
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he popular learning to rank method in Information Retrieval (IR)

ommunity, the basic idea of Ranking SVM (RSVM) is to formal-

ze the ranking problem as a binary classification problem on in-

tance pairs and then to solve the problem using Support Vector

achines (SVM) ( Joachims, 2002 ). However, RSVM is often time-

onsuming and requires many ranked pairs as training examples.

o address the limitation of RSVM, we propose the Embedded

pace ranking SVM (ESSVM) model to learn the ranking function

hat separates the venues. ESSVM formulates the ranking problem

s a binary classification problem by exploiting the inherent struc-

ure in the data with feature transformation. The contribution of

his paper can be summarized in the following: 

• Existing venue recommendations often recommend the most

popular, the cheapest, or the closest venues, and those meth-

ods do not consider heterogeneous users’ preferences. Different

with previous methods, the context-based venue recommenda-

tion combines the time and category information with users’

check-in records to capture the user’s preference, which effec-

tively improve the recommendation precision; 
• The main idea of context-based venue recommendation is rank-

ing the recommendation for each user. However, the traditional

ranking method Ranking SVM (RSVM) is time-consuming with

the increasing quantity of venues, and the precision is not

outstanding. To address this issue, we propose the Embedded

Space ranking SVM (ESSVM) to optimize the leaning function,

and both the efficiency and effectiveness are improving in our

work; 
• To validate the context-based venue recommendation, we firstly

use SVMRFE, which is the effective method in the feature se-

lection, to rank the venue attributes for understanding the

user’s preference. Then we compare ESSVM with several base-

line methods and also compare the actual check-ins with our

recommendations during different periods in different cate-

gories. Results proof that our proposed strategy has better per-

formance in precision while maintaining the high location cov-

erage. 

The rest of this paper is organized as follows: Section 2 intro-

uces the related work in Recommender System; Section 3 shows

he details of our proposed ESSVM; Section 4 intro-

uces our ‘check-in’ dataset and related baseline strategies;

ection 5 presents the setup of our experiments and discusses the

esults. 

. Related work 

The rapid development of the Internet technology brings an

ra of information explosion. The online servers and websites

re growing exponentially, and people are facing a lot of infor-

ation according to the progress of information science. Recom-

ender System, which is the technology of information filtering,

s widely acknowledged as the effective tool to address the infor-

ation explosion. In Amazon, which is one of the most famous

lectronic Commerce platform, it is difficult to make a choice from

illions of commodities. In order to address the trouble of se-

ection, Amazon proposed the item-to-item collaborative filtering,

hich is the most early and efficient method in Recommender Sys-

em ( Deshpande & Karypis, 2004; Linden, Smith, & York, 2003; Sar-

ar, Karypis, Konstan, & Riedl, 2001 ). However, the collaborative

ltering is time-consuming with millions of items, and the recom-

ender model has to be updated while new users or items are

dded ( Breese, Heckerman, & Kadie, 1998; Herlocker, Konstan, Ter-

een, & Riedl, 2004; Sarwar et al., 2001 ). 

A few years later, the number of venues is sharply increasing

ccording to the development of cities. When people prefer to have

eals outside, we become rely on the location recommendations
rom social networks such as Yelp and Foursquare. Traditionally,

n these platforms, the venue is recommended using collabora-

ive filtering where Recommender System treats ‘venue’ as ‘item’.

n order to solve the consumption of huge calculation about the

ollaborative filtering, researchers proposed many strategies such

s content-based and sentiment-based ( Ganu, Elhadad, & Marian,

0 09; Pazzani & Billsus, 20 07; Singh, Mukherjee, & Mehta, 2011 ).

owever, the review data is insufficient due to the cold start, and

t is difficult to represent. 

Recently, the popularity of smart phones promoted the growth

f Location-Based Social Networks. Plenty of useful information,

uch as the venue information and user geo-trajectory, can be ob-

ained. Especially, the check-in information, which is the simple

nd accurate location data, show venues where people have been.

ased on check-in information, many effective methods have been

eveloped for venue recommendation ( Baral & Li, 2016; Li, Peng,

ataria, Sun, & Li, 2013; 2015 ). Noulas et al. found that the ma-

ority people did not visit the venues where they have been in the

ast 30 days. Then they proposed a model using the frequency vis-

ting data based on the individual random walk over a user-venue

raph ( Noulas, Scellato, Lathia, & Mascolo, 2012 ). Bao et al. pre-

ented a recommender system combining user’s location history

nd the social influence ( Bao, Zheng, & Mokbel, 2012 ). Cheng et al.

eveloped a UPOI-Mine(Urban Points-Of-Interesting) system con- 

idering the users’ preferences and the venue information based

n the normalized check-in space using a regression-tree-based

redictor ( Cheng, Yang, King, & Lyu, 2012 ). Zhu et al. collected

he context-rich logs from mobile devices and proposed a context-

ware recommender system that exploited the individual prefer-

nces from the context logs ( Zhu et al., 2015 ). In Yao et al. (2015) ,

ao et al. proposed a collaborative filtering approach based on the

onnegative tensor factorization using the constraint of users’ so-

ial relationships as regularization. Ying et al. proposed a POI rec-

mmender system that applies the context-aware tensor decom-

osition to model users’ preferences and incorporates the influ-

nce of social opinions about the rate of each POI ( Ying, Chen, &

hen, 2017 ). We summarize the advantages and the disadvantages

f each aforementioned approaches in the Table 1 : 

. The proposed method 

RSVM formalizes the ranking problem as a binary classification

roblem on instance pairs and then to solve the problem using

upport Vector Machines (SVM) ( Joachims, 2002 ). However, RSVM

equires many ranked pairs as training examples and is often time-

onsuming with the exponential increasing training samples. 

Different from RSVM, ESSVM extends the feature space instead

f the exponential growth of the sample space, and each training

ample consists of a pair of raw training instances with different

anks. In ESSVM, we assume that a 1-dimension coordinate axis

xists, and each point, which represents the data in the feature-

pace, is projected onto this axis. The distances among the pro-

ected points on the 1-dimension coordinate axis capture the dif-

erences of samples ( Zhou, Hong, Shao, & Cai, 2009 ). Based on this

ssumption, we can utilize the set of points to learn a rank func-

ion f : X → Y for addressing the ranking problem. In the feature-

pace, we suppose there exists a hyperplane h , then the distance

rom the data points to h captures the relative order of each point.

hen we propose f (x e ) = h 

T x e as the linear function to represent

he distance, and the thresholds satisfying θ1 < θ2 < . . . < θk −1 are

earned to divide the data into different ranks: 

f (x ) = 

⎧ ⎪ ⎨ 

⎪ ⎩ 

1 h 

T x e < θ1 

i θi −1 < h 

T x e < θi , i � = 1 , k 

k θk −1 < h 

T x e 

(1) 
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efine a i = θi +1 − θi (1 ≤ i ≤ k − 2) , θ0 = −∞ , and θk = + ∞ . As-

uming a 0 = 0 , sample x e ∈ class i (1 < i < k ) satisfies: 

h 

T 
x e > θi −1 

h 

T 
x e + a i −1 > θi 

h 

T 
x e + 

k −2 ∑ 

k = i −1 

a k > θk −1 

(2)

ith the assumption a k −1 = 0 , sample x e ∈ class i also satisfies: 

h 

T 
x e < θi 

h 

T 
x e + a i −1 < θi +1 

h 

T 
x e + 

k −2 ∑ 

k = i 
a k −1 < θk −1 

(3)

he essence of ESSVM is to extend features of each sample in-

tead of boosting the sample-space phenomenally, and the thresh-

lds θ1 , θ2 , . . . , θk −1 are presented by the weight of k-2 dimensions

 1 , a 2 , . . . , a k −2 . For sample x e ∈ class i , the extended features com-

ly with the following rules: 

 

neg 
e [ l] = 

⎧ ⎨ 

⎩ 

x e [ l] 1 ≤ l ≤ n 

0 n < l < n + i 

1 n + i ≤ l ≤ n + k − 2 

(4)

 

pos 
e [ l] = 

⎧ ⎨ 

⎩ 

x e [ l] 1 ≤ l ≤ n 

0 n < l < n + i − 1 

1 n + i − 1 ≤ l ≤ n + k − 2 

(5)

here l donates the index of extended feature vector, n is the

ength of original feature, and x 
pos 
e , x 

neg 
e represent the positive and

egative samples which are generated from x e respectively. For

 = 1 or i = k, only x 
neg 
e or x 

pos 
e is defined. With the assumption of

k −1 = 0 , the classifier h̄ which satisfies h̄ T x 
neg 
e > 0 and h̄ T x 

pos 
e < 0

s trained in the (n + k − 2) -dimension feature space. Therefore, if

 

neg 
e and x 

pos 
e are defined as the class −1 and +1, then the multi-

lassification problem is converted into a binary classification case.

For example(see Fig. 1 ), we have a dataset D = { X 1 , X 2 , . . . , X n } .
efine: 

 e = { x e, 1 , x e, 2 , . . . , x e,n , Y e } , (6)

here { x e, 1 , x e, 2 , . . . , x e,n } are the features of X e , and Y e ∈ { i |1 ≤ i ≤
} represents the corresponding ordered label. In order to explain

ur method, we consider: 

X 1 = { x 1 , 1 , x 1 , 2 , . . . , x 1 ,n , 1 } , 
X 2 = { x 2 , 1 , x 2 , 2 , . . . , x 2 ,n , 2 } , 
X 3 = { x 3 , 1 , x 3 , 2 , . . . , x 3 ,n , 3 } , 

(7)

here Y 1 = 1 , Y 2 = 2 , and Y 3 = 3 . In this problem, there are three

lasses, so we only need to extend the n -dimensional feature space

o n + 1 dimensions. For each instance, X 1 belongs to Class 1, which

epresents the minimum, so we only need to convert X 1 into x 
neg 
1 

.

ased on Eq. 4 : 

X 1 = { x 1 , 1 , x 1 , 2 , . . . , x 1 ,n , Y 1 } ⇒ 

X 

neg 
1 

= { x 1 , 1 , x 1 , 2 , . . . , x 1 ,n , x 1 ,n +1 neg , Y neg 
1 

} , (8)

here x 1 ,n +1 neg = 1 and Y 
neg 
1 

= −1 . Meanwhile, X 3 , which belongs

o the maximal class, is converted to: 

 

pos 
3 

= { x 3 , 1 , x 3 , 2 , . . . , x 3 ,n , x 3 ,n +1 pos , Y pos 
3 

} , (9)

here x 3 ,n +1 pos = 0 and Y 
pos 

3 
= +1 . Different with X 1 and X 3 , X 2 ,

hich is the medium, is going to separate into two instances: 

X 

neg 
2 

= { x 2 , 1 , x 2 , 2 , . . . , x 2 ,n , x 2 ,n +1 neg , Y neg 
2 

} , 
X 

pos 
2 

= { x 2 , 1 , x 2 , 2 , . . . , x 2 ,n , x 2 ,n +1 pos , Y pos 
2 

} , (10)
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Fig. 1. The embedded space in ESSVM. 

Fig. 2. The check-in venues in Manhattan. 
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here x 2 ,n +1 neg = 0 , x 2 ,n +1 pos = 1 , Y 
neg 
2 

= −1 , and Y 
pos 

2 
= +1 . Finally,

 = { X 1 , X 2 , . . . , X n } will be updated to: 

 ESSV M 

= { X 

neg 
1 

, X 

neg 
2 

, X 

pos 
2 

, . . . , X 

pos 
n } , (11)

here the class of D ESSVM 

, Y ESSV M 

e ∈ {−1 , +1 } . After training D ESSVM 

,

he weights of x e, j (1 ≤ j ≤ n ) are used to fit the 

Different from RSVM, in ESSVM: (a) the number of samples is

xtended to 2 l − l 1 − l k where l 1 and l k represent the samples of

he class 1 and the class k; (b) the vector of weight is extended

y k − 2 dimensions, and the relationships between the ordered

lasses are presented using the extending information ( Rajaram,

arg, Zhou, & Huang, 2003 ). 

. Check-ins information 

.1. Data 

The dataset, in this paper, is collected from two famous so-

ial media—Twitter and Foursquare. Twitter is a popular social net-

ork service, and the API ( https://dev.twitter.com/ ) is used to col-

ect the public tweets. With the keyword filtering, we only col-

ect the tweets, which are generated from Foursquare APP. Finally,

19,509 tweets, which are published by 49,823 users from August

012 to July 2013 in Manhattan, are used to construct our database

see Fig. 2 ). In addition, we collect the detailed information of each

enue such as checkinsCount (total check-ins ever here) and likes

a count of users who have liked this venue) using the Foursquare

PI ( https://developer.foursquare.com/ ). 

Fig. 3 presents the categories, which are the statistics of our

atabase. The category is the representative attribute to distinguish

ifferent kinds of venues. For example, the restaurant, which is cat-
gorized as ‘Food’, is a place for having meals, and the mall classi-

ed as ‘Shop & Service’ is for shopping. 

Fig. 4 demonstrates the sum of check-in information from two

ategories everyday. From Fig. 4 a, we can see that, the majority

f people would like have meals during 11:0 0–13:0 0 and 18:0 0–

0:00. Although, there is a check-in peak during 8:0 0–10:0 0 which

s the time for breakfast, people prefer to having breakfast at

ome. Fig. 4 b shows us that, about 19:00, the majority of people

o to ‘Arts & Entertainment’ which includes venues such as the-

ters and stadiums. Compared with Fig. 4 a and b, the consumption

ustom of people can be obviously captured from the period when

eople check in. 

If the observed period is changed from hours to days, in Fig. 5 ,

e can see the check-in information each day of weeks. Obvi-

usly, the check-in records in Friday and Saturday are more than

ny other day except ‘Professional & Other Places’. Specially, peo-

le prefer to visiting ‘Nightlife Spot’ and ‘Arts & Entertainment’ at

eekends. This phenomenon totally meets the consumption cus-

om of people in our daily lives. 

In addition, we randomly select four users who have lots of

heck-in records. From Fig. 6 we can find that, the consumption

ustom of each user is more diverse with more check-in records.

ombined Figs. 4 and 6 , we can know the time that the categories

re mostly checked in and the categories that the user mostly vis-

ts, then the corresponding venues can be recommended at the

pecific time to users respectively. 

.2. Baseline venue recommender strategies 

In this paper, we compare our proposed approach with some

ffective recommender algorithms including User-based Collabo- 

ative Filtering(UserCF ( Ricci, Rokach, & Shapira, 2011a )), Venue-

ased Collaborative Filtering(VenueCF ( Ricci et al., 2011a )), Pop-

larity of Venues(PoV), and Nearest Neighbor Recommenda-

https://dev.twitter.com/
https://developer.foursquare.com/
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Fig. 4. The distribution of each time period under different categories. 
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Fig. 5. The check-ins under different categories in each day of a week. 

0 100 200 300 400 500 600

Arts & Entertainment

College & University

Food

Nightlife Spot

Outdoors & Recrea�on

Professional & Other Places

Residence

Shop & Service

Travel & Transport

None

User1 User2 User3 User4
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tion(NNR ( Samworth, 2012 )). In this section, we briefly introduce

these baseline methods. 

4.2.1. User-based Collaborative Filtering(UserCF) 

The assumption of User-based Collaborative Filtering(UserCF) is

people who have similar preferences visit similar venues . The idea of

UserCF is comparing user u i with similar users u 1 , u 2 , . . . , u m 

who

visit or have similar preferences with venues. For example, to rec-

ommend user u i a venue, the set of venues u i has been to V u i =
{ v 1 , v 2 , . . . , v n } are compared with the sets V = { V u 1 , V u 2 , . . . , V u m }
of other users u 1 , u 2 , . . . , u m 

. The venues, which the similar users

u j ( j ∈ [1, m ] and j � = i ) have been to and user u i does not visit,
ill be recommended to user u i . UserCF is efficient, however, it is

imited in the User Cold-Start problem and the sharply increasing

atasets. 

.2.2. Venue-based Collaborative Filtering(VenueCF) 

Different from UserCF which is based on similar users, Venue-

ased Collaborative Filtering(VenueCF) focuses on the similar cus-

om of visiting. The assumption of VenueCF is people will visit sim-

lar venues . For example, to recommend user u i a venue, we se-

ect a venue v k from the u i ’s visited history V u i = { v 1 , v 2 , . . . , v n } ,
nd combine the venues V v k from the visited histories of people

 v k who have been to v k . Then the mostly visited venue in V v k 
ill be recommended to u i . VenueCF addresses the User Cold-Start

roblem and improves the scalability, however, it is limited in the

enue Cold-Start Problem. 

.2.3. Popularity of Venues(PoV) 

Besides Collaborative Filtering strategies, recommending the

ost popular venues is also a simple and efficient method in

he venue recommendation. The assumption of this strategy is the

enue is not bad and worth visiting if many other people have been

o . For example, from all venues V , we select the venues which

ave the most check-in records as the recommendation. However,

his strategy is also limited by the Cold-Start problem and ignore

he users’ preferences. 

.2.4. Nearest Neighbor Recommendation(NNR) 

The assumption of Nearest Neighbor venue recommendation is

eople prefer to visiting the venues nearby if they have obvious life

atterns . Based on the available location information, we can easily

now the region where the user often has the consumption. Then,
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Table 2 

The description of attributes. 

Field Description 

checkinsCount Total check-ins ever here. 

usersCount Total users who have ever checked in here. 

tips The number of tips here. 

likes A count of users who have liked this venue. 

rating Numerical rating of the venue (0 through 10). 

photos A count of photos for this venue. 

price The price tier from 1 (least pricey) - 4 (most pricey). 

verified Boolean indicating whether the owner of this business 

has claimed it and verified the information. 

createdAt The timestamp when the venue was created. 

beenHere a Times of the user has been here. 

a ‘beenHere’ here is not the field in the venue response, that is the statis- 

tics which is from the database constructed by the tweets. 
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he venues, which is located in the region and the user has never

een to, will be recommended. This strategy can recommend the

enues which is suitable for users’ life patterns, however, some-

imes it does not work if people want a new experiment long dis-

ance from the region at weekend. 

. Experiments 

.1. Setup 

We first extract the attributes using the venue response from

oursquare. The venue response, which contains the detailed in-

ormation of the venue, is returned using the Foursquare API. In

able 2 , the representative attributes used in our experiments, are

escribed in detail. To capture each user’s preference, the check-

n venue of user are used to construct the model. Based on dif-

erent contexts, the model(user’s preference) are trained using the

eatures of corresponding venues. For training the accurate model,

beenHere’, which represents the popularity of the venue, is used

o determine the data label. The venues are divided into three

lasses: General(0), Okay(1), and Recommended(2) where the top

5% venues with the largest ‘beenHere’ are treated as Recom-

ended(2), the next 25% venues are viewed as Okay(1), and the

emaining ones are classified as General(0). 

In this paper, we present the experimental studies with the fol-

owing aims: (1) to understand the diverse users’ preferences and

ategories in venue recommendation; (2) to evaluate the effective-

ess of our proposed ESSVM in ranking venues; and (3) to vali-

ate the context-based venue recommendation. For the first aim,

e compare the models built for all the users and the model built

or different user groups where users in each group have similar

references. For the second aim, we compare our strategy with

he aforementioned baseline venue recommender methods. For the

hird aim, we compare RSVM and ESSVM in ranking venues and

lso select the important attributes using SVMRFE ( Guyon, Weston,

arnhill, & Vapnik, 2002 ). 

.2. Metrics 

Assume that, there are U active users during the testing pe-

iod P , which includes K valid check-in records, then, venues

 (u, 1) , v (u, 2) , . . . , v (u,n ) are recommended to user u using the al-

orithm A (e.g., UserCF or ESSVM). Define the recommendation

nd the venues which user u actually visited in [ t, t + P ] as R u =
 v (u,i ) } i =1 , 2 , ... ,n and A u = { v j } j=1 , 2 , ... ,m 

, respectively. Then, the count

f valid recommendations in [ t, t + P ] is represented by: 

 u = | { R u ∩ A u } | . (12) 
o evaluate the recommender algorithm A , several criteria which

ontain C u are represented as: 

Cov erage n (A ) = 

| ∪ u ∈ U R u | 
| I| , 

P recision n (A ) = 

∑ 

u ∈ U C u ∑ 

u ∈ U | A u | , 

Recall n (A ) = 

∑ 

u ∈ U C u ∑ 

u ∈ U | R u | , 

P opularity n (A ) = 

∑ 

u ∈ U 
∑ 

v ∈ R u log(1 + | v | ) ∑ 

u ∈ U | R u | , 

(13) 

here | v | means the times user u has been to the venue v ( Ricci,

okach, Shapira, & Kantor, 2011b; Wang, Terrovitis, & Mamoulis,

013 ). Beside Coverage n , Precision n , and Recall n which are well

nown in Recommender Systems, Popularity n is the criterion which

escribes the popularity of recommended venues. In other words,

he smaller Popularity n means that the recommended venues are

ore infrequent. 

.3. Diverse users’ preferences and venue categories 

To understand the diversity of users’ preferences in venue rec-

mmendation, we construct different models for users with differ-

nt granularities. In this set of experiments, we build three types

f data sets with different granularities: (1) all users, (2) groups of

sers who have the similar preferences, and (3) individual user. 

Fig. 7 shows the ranks of important attributes under different

sers’ preferences. User1 and User2, who have sufficient check-in

ecords, are randomly selected from all the involved users. The ‘+’

nd ‘ −’ signs present the positive and the negative correlations

ith the venue labels, respectively. From Fig. 7 , we observe that,

he ranks of the important attributes are quite different for dif-

erent types of datasets. For example, we find that, the ‘createdAt’

ttribute is positively correlated with the venue labels, while other

ttributes are negatively correlated. In other words, User1 prefers

o the new venues while the traditional venue recommendation of-

en recommends the most popular venues. This experimental re-

ults demonstrate that the ranks of important attributes are differ-

nt based on the diversity of the user granularities. 

To evaluate the effects of venue categories on users’ prefer-

nces, we select six representative categories such as ‘Arts & En-

ertainment’ and ‘Food’. 

Fig. 8 presents the ranks of important attributes under the

ifferent venue categories based on the common preference (i.e.,

ntire users). The experimental result shows that, (1) in ‘Travel

 Transport’ category, the top three important attributes from

SSVM are ‘tips’, ‘photos’, and ‘createdAt’. For instance, NYMM(New

ork Marriott Marquis) and DHH(DoubleTree by Hilton Hotel New

ork City - Chelsea) have the similar ‘checkinsCount’ value, while

YMM’s ‘tips’ value is much larger than DHH’s. Based on the ‘tips’

ttributes, our model suggests that NYMM is more popular than

HH, and this is consistent with the ground truth. However, RSVM

as the opposite results with ESSVM. (2) In the ‘Nightspot’ cate-

ory, the ranks of important attributes from ESSVM are ‘checkin-

Count’ > ‘usersCount’ > ‘photos’. For example, ‘Pacha NYC’ and

The Pony Bar’ have the similar values in ‘checkinsCount’ and ‘user-

Count’ attributes, while ‘Pacha NYC’ has the larger counts of ‘pho-

os’ than ‘The Pony Bar’. Therefore, our ESSVM model suggests that

Pacha NYC’ is more popular than ‘The Pony Bar’, and it is also con-

istent with the real data. From the aforementioned observation,

e find that users’ preferences are diverse under different venue

ategories. 

Furthermore, the ‘rating’ attribute is not as important as origi-

ally expected. It can be easily seen that, the rating is dependent

n the count of the check-ins. For example, Bareburger, which is
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Fig. 7. Users’ preferences in different granularities. 
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an American restaurant has 3813 ‘checkinsCount’ values, and Shake

Shack, which is the Burger Joint has 60,441 ‘checkinsCount’ value.

Both restaurants have the 9 stars rating; however, the latter one is

much more popular than the former venue (e.g., the former one

has been only visited twice while the latter one has been visited

about one thousand times). 

5.4. The comparison of ESSVM and RSVM 

In this paper, we propose an embedded space ranking SVM

(ESSVM) model to learn hyperplanes that can separate the venues

of different characteristics. Compared with RSVM which is the

well known method in Information Retrieval, ESSVM maintains the

ranking accuracy while decreasing the time consumption. Figs. 9

and 10 present the comparison between ESSVM and RSVM in our

proposed context-based venue recommendation strategy(CBVRS).
SSVM-U(User) and RSVM-U(User) are the methods based on

sers” preferences respectively using ESSVM and RSVM. Differ-

nt with ESSVM-U and RSVM-U, our proposed ESSVM-UCP(User-

ategory-Period) and RSVM-UCP(User-Category-Period), which is

ontaining the category and the time period information besides

sers” preferences, are concerned with the context(e.g., the time

eriod and category) guiding users’ selections. For example, peo-

le often have fast-food lunches on workdays, however, they prefer

o enjoying luxury meals after work or on weekends. Meanwhile,

he bars are always open at midnight, thus, recommending a night

lub in daytime cannot meet demands when people are confused

here to go. Thus, both the time period and category are impor-

ant contexts. 

On the one hand, we compare the effectiveness based on the

ength of recommendation list. As Fig. 9 shown, the performance

f UCP(User-Category-Period) is much better than U(User). Further-
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Fig. 9. Results for ESSVM and RSVM with different lengths of recommendation list. 

Fig. 10. Results for ESSVM and RSVM during different time periods. 



26 B. Xia et al. / Expert Systems With Applications 83 (2017) 18–29 

Fig. 11. The comparison of time consumption between ESSVM and RSVM. 
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more, ESSVM-UCP outperforms other strategies including RSVM-

UCP. On the other hand, we also compare the recommendation

performance during different periods. Obviously, in Fig. 10 , our

proposed method is much more effective than the strategies only

considering the users’ preferences. In addition, the performance of

ESSVM-UCP and RSVM-UCP is unstable in the first three months

according to ‘Cold Start’ problem. If we have more information

about users and venues, as the following months shown, ESSVM-

UCP outperforms RSVM-UCP well. 

To evaluate the efficiency, we cluster venues based on the cat-

egory and label each venue with corresponding check-in records.

Fig. 11 shows the comparison of time consumption using ESSVM

and RSVM respectively. Obviously, our proposed method is more
Fig. 12. The comparison between actual check-ins a
fficient than the traditional RSVM. The trough point at about 1600

hows that, the number of instances is not the only reason increas-

ng RSVM’s time consumption, but also the label proportion is one

f major factors (details can be found in Section 3 ). 

.5. Context-based venue recommendation 

To realize the characteristic of our proposed method intu-

tively, Fig. 12 shows the comparison between actual check-ins and

ecommendations during different periods in category Food and

ightlife. 

In the experiments of Fig. 12 , we select the top-20 venues re-

pectively in the category Food and Nightlife, which have more

heck-in records, and separate the check-in records based on

he time periods of 9:0 0–15:0 0, 15:0 0–21:0 0, and 21:0 0–3:0 0. In

ig. 12 a, the check-in records averagely happen in each time pe-

iod, and our recommendation are against this rule. Meanwhile,

rom Fig. 12 c, we find that check-ins mainly happen from the

vening to midnight. Based on this phenomenon, our proposed

trategy ( Fig. 12 d) recommends the corresponding locations during

5:0 0–21:0 0. This means, people often visit some locations in the

pecified time, and ESSVM-UCP recommends the locations based

n this phenomenon. In addition, from Fig. 12 b and d, we find that,
nd recommendations during different periods. 
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Fig. 13. Results for ESSVM and baseline methods with different lengths of recommendation list. 
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he times of recommendation for each location and the popularity

f locations are not totally relative, which shows that our recom-

endations include those new venues. 

To evaluate our context-based venue recommendation strat-

gy ESSVM-UCP, we compare ESSVM-UCP with aforementioned

aseline methods (UserCF, VenueCF, PoV, and NNR) which are

ell known in Recommender System. Same as the comparison of

SSVM and RSVM, in this section, we also evaluate our proposed

ethod based on: the length of recommendation list ( Fig. 13 ) and

ifferent periods ( Fig. 14 ). 

As Figs. 13 and 14 shown, our proposed method has better per-

ormance than other baseline strategies. Note that, PoV (Popular-

ty of Venues) has the similar performance with ESSVM-UCP in

recision n and Recall n , however, Coverage n and Popularity n show the

rawbacks of PoV. The low Coverage n represents that, the recom-

endation of PoV cannot cover most of locations, and the high

opularity n means that PoV recommends the most popular loca-

ions and ignores those venues which are newly open or not fa-

ous. According to these drawbacks, if we use PoV to recommend

he venues for users, the popular venues will be more famous, and

he locations which have little visitors won’t be recommended. Dif-

erent with PoV, based on users’ preferences, our proposed ESSVM-

CP shows that the personalized recommendation which covers

ost of venues in the system, while maintaining the effective rec-

mmendation. 

.6. Discussion 

In the above sections, we describe the diverse users’ prefer-

nces under different contexts (i.e., the temporal influence and the

ategory of location) and compare our proposed approach with

ther traditional recommender strategies. As observed in the ex-

erimental results, the contextual information is meaningful and
seful to improve the performance of personalized recommender

ystem. Our proposed approach outperforms other baseline meth-

ds and largely reduce the time consumption of traditional ranking

VM. Compared with other traditional recommender algorithms

nd context-aware methods, in the one hand, VRer is capable of

roviding personalized recommendations assisted by the combi-

ation of some useful contextual information with the check-in

ecords. Unlike the traditional strategies, we consider the time in-

uence on the changes users’ preference and the categories of

ocation that users would visit in different periods of a day. In

he other hand, competed with other context-aware approaches,

Rer takes some extra contextual information (e.g., photos, tips,

nd price) into account and provides explainable recommenda-

ions. In addition, compared with the traditional ranking function

i.e., Ranking SVM), VRer applies the embedded space ranking SVM

hich is capable of improving the performance of recommender

ystem while decreasing the time consumption of training the rec-

mmender model. However, there are some limitations in our pro-

osed recommender system: (1) it is non-trivial to collect and in-

egrate various contextual information from different LBSNs, and

he contexts sometimes are unavailable; (2) the problem of data

parsity would bring big challenges if we reduce the granularity of

ime and category. 

. Conclusions 

In this paper, we formulate the venue recommendation as a

anking problem based on the ordered ‘beenHere’, which repre-

ents how many times people have been to the venues, and pro-

ose an embedded space ranking SVM (ESSVM) model to learn

yperplanes that can separate the venues of different characteris-

ics. Our presented approach makes use of check-in data to capture
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Fig. 14. Results for ESSVM and baseline methods during different time periods. 
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users’ preferences and utilizes a machine learning model to tune

the importance of different attributes in ranking. 

There are some research questions. First, based on different

scales and categories, the ranking attributes are totally diverse. Can

different time periods of each day have the same phenomenon?

Second, can a algorithm divide the groups effectively and effi-

ciently? Finally, can some methods classify the new users into the

corresponding local model accurately and effectively? 
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